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1. Introduction

As defined by the European Standard PN-EN 13306 
[1], maintenance is “a combination of all technical, 
administrative, and managerial actions during the life 
cycle of an item intended to retain it, or restore it to a 
state, in which it can perform the required function”. 
Maintenance on the field generally includes repair and 
replacement of equipment parts to maintain equipment 
within its operating conditions.

In manufacturing environment, maintenance is one of 
the critical success factors. Poorly maintained equipment 
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often leads to unplanned downtime and low performance. 
Some adverse impacts on business performance are 
behind schedule operation, waste increase, and poor 
quality products, etc. According to the International 
Society of Automation, the cost of machine downtime 
is USD 647 billion each year globally [2]. Different 
corporations may have different maintenance strategies 
depending on several factors, such as maintenance goals, 
equipment’s nature, operational process design, and work 
environment. Commonly used maintenance approaches 
are categorised into a) corrective maintenance (CM), b) 
preventive maintenance (PM), c) predictive maintenance 
(PdM), and d) proactive maintenance [3]. Amongst these 
approaches, the PdM aims to make timely maintenance 
decisions timely by focusing on fault detection, 
component diagnosis, degradation monitoring, and 
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failure prediction in real-time, therefore reducing the 
uncertainty of maintenance activities.

With the Fourth Industrial Revolution (Industry 4.0), IT 
infrastructure has been continuously improved to support 
smart sensing, Internet of Things (IoT), big data collection, 
and analytics tools; companies now can get the most 
out of their data. Data-driven decisions can be made by 
analysing historical events and trends in the past [4, 5]. In 
the case of complex equipment with a large amount of 
data, processing and analysing become more and more 
challenging for humans to handle. There are disadvantages 
of human dependent scenarios, where humans monitor 
equipment and make decisions manually for the work 
needed on the equipment. First, specialists’ performance 
is highly dependent on their expertise levels. In a study 
by Smith-Bindman R. et al. [6], less experienced physicians 
tend to make false diagnostic decisions at a rate of 50% 
higher than more experienced ones. This issue becomes 
worse with industries that lack specialists who are well 
trained and experienced. In addition, the consistency 
of diagnostic decisions among specialists cannot be 
guaranteed. A study by Gulshan et al. [7] compared 
decisions from seven US-certified ophthalmologists 
regarding diagnosing the severity levels of diabetic 
retinopathy based on photographs of the retinal fundus. 
It showed poor consistency among ophthalmologists, in 
which only 20% of the cases demonstrating a complete 
agreement among them. Last but not least, specialists 
who analyse a large number of data for a long time can 
make more mistakes and work less efficiently because of 
mental fatigue and cognitive overload [8].

Figure 1. Machine learning is a subset of artificial intelligence.

Artificial intelligence (AI) is an element of Industry 4.0, 
showing its application in the manufacturing industry as 
a powerful tool for machine health diagnosis. A recent 
survey indicated that PdM is expected to be one of the first 
fields where AI-based technologies will be successfully 
implemented [9]. Indeed, it is almost impossible for a 
human operator to interpret data in real-time, and the 
conventional systems can neither spot anomalies in data 
nor predict a sensor reading in a specified time window, 
AI and machine learning (ML) techniques have therefore 
emerged as a promising tool in PdM applications for 
intelligent manufacturing in Industry 4.0, which involves 
rethinking and optimising the entire maintenance 
strategy as a whole. 

As illustrated in Figure 1 machine learning is a 
subfield of AI and defined as an algorithm or programme 
capable of learning independently with minimal or 
without assistance from humans. ML supports solving 
many complex human problems, such as image 
processing, big data, robotics, and speech recognition. By 
utilising ML in processing, continuously monitoring, and 
analysing equipment’s health, corporates can achieve 
greater operational and maintenance efficiency and 
effective growth management by improving equipment 
performance. A case study by Roosefert et al. show an 
impressive 84% reduction of breakdown time and 88% 
reduction of breakdown occurrences when applying 
intelligent ML-based PdM approach compared to the 
conventional Industry 3.0 setup [10]. This will also 
increase the availability and reliability of equipment and 
reduce operational risks, therefore improving corporates’ 
competitive advantages. With recent advances in ML 
techniques, numerous studies have explored the potential 
of the ML approach and demonstrated promising results. 
For example, Akram et al. [11] developed the convolution 
neural networks (CNNs) for fault detection of photovoltaic 
cell defects and achieved 93.02% accuracy. In another 
study, Ren et al. [12] employed region-based CNN 
(R-CNN) to automate object detection training in real-
time. Cha et al. [13] applied R-CNN to detect five types 
of structural surface damages on bridges and achieved 
a mean average precision (mAP) of 87.8%. The problem 
of concern today regarding ML in PdM applications is to 
choose the most suitable, simple, and effective algorithm 
for each specific problem. ML algorithms often require 
large data acquisition about failure situations and 
different operating states of the system or device to train 
the model.

ARTIFICIAL INTELLIGENCE

MACHINE LEARNING
Algorithms or programmes capable of learning 
independently with minimal or no additional 

assistance from humans
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2. Evolution of maintenance approaches 

The evolution of maintenance approaches is 
presented in Figure 2.

Corrective maintenance (CM), also known as 
“breakdown maintenance” or “run to failure”, is the first 
approach to maintenance. No routine maintenance 
activity is scheduled in this approach, and maintenance 
actions only occur after equipment breakdown. It is, 
therefore, impossible to optimise equipment performance 
with respect to economic or reliability criteria [3], and 
subsequently, equipment availability and reliability 
performance are substandard. Despite being inferior to 
other approaches, the CM approach is still in use due to the 
low cost of implementation, and suitable for equipment 
that has a low budget to repair or replace. Companies 
often apply CM to equipment that has insignificant or no 
impact on the whole production line.

Preventive maintenance (PM) is the next stage of 
maintenance approach evolution. PM is a time-based 
approach where inspection and replacement/repair 
works are scheduled and conducted regularly before any 
failure can happen. It aims to avoid system failures during 
operation, especially when such an event is costly and/or 
dangerous. PM is the dominant maintenance policy used 

in industry. For systems such as transportation, production, 
or critical infrastructure, the time-based inspection and 
maintenance policies can improve performance, increase 
reliability and capability of assets concerned, and reduce 
the cost of assets running [14]. PM, however, is not always 
cost-effective. Because maintenance work is carried out 
on a time basis regardless of equipment’s conditions, it 
can lead to a high workload and cost if the equipment is 
still working correctly. Another disadvantage of PM is the 
infant mortality of equipment induced by human error 
during preventive maintenance work.

The next level of maintenance approach evolution is 
condition-based maintenance (CBM), and its improved 
version which is the so-called predictive maintenance 
(PdM). The PdM approach uses advanced analytics 
techniques to predict faults or failures in a deteriorating 
system to optimise maintenance efforts by monitoring 
equipment operating conditions and performances to 
detect any signs of wear or deterioration leading to a 
component's failure [15, 16]. More than just monitoring 
the basic condition of equipment, the main objective 
of PdM which is to predict the remaining useful life of 
machines using historical data is one of the promising 
areas of machine prognosis which could lead to significant 
maintenance optimisation and cost savings. 
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Figure 2. Evolution of maintenance approaches [3].
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PdM approaches have been extensively applied in 
industries for handling the health status of equipment 
by detecting early signs of failure in advance, enabling 
maintenance measures to be taken ahead of time, which 
allows the saving of more costs because repair after failure 
is always more expensive than maintenance in advance 
[17]. According to data from McKinsey [18], PdM tools can 
reduce manufacturing machine downtime by 30% - 50% 
and increase machine life by 20% - 40%. Besides, PdM 
initiatives enable organisations around the world to save 
USD 17B in 2018 globally [19].

In PdM, the optimal time point for maintenance 
actions is predicted by analysing the system’s health 
state and historical maintenance data to make a timely 
repair to avoid costly repairs due to system breakdown 
and premature maintenance activities which may induce 
infant mortality. The PdM approach is used in industrial 
sectors where reliability is paramount, like nuclear power 
plants, transportation systems, or emergency systems [3]. 
The most used monitoring and diagnostic techniques 
include vibration monitoring, thermography, tribology, 
and visual inspection. 

On the other hand, proactive maintenance emphasises 
keeping assets and equipment in top conditions by 
identifying potential problems and addressing them as 
early as possible. That is one of the main reasons why 
proactive maintenance is considered different from other 
approaches that help reduce maintenance costs and 
risk of property damage. Some examples of proactive 
maintenance activities are: (i) applying anti-corrosion 
coating to metal surfaces; (ii) performing an inspection 
for cracks, leaks, and rust; (iii) lubricating the machine 
to reduce wear and diffusion corrosion and (iv) applying 
sealant for junction boxes to prevent water ingress. In 
proactive maintenance approach, possible causes of 
equipment failure are analysed, and works are carried 
out to eliminate those causes in very early stages (e.g., 
designing, installation, and commissioning stages), which 
definitely distinguish proactive maintenance from other 
approaches.

3. ML approach in PdM

In PdM approach, equipment health is continuously 
monitored and analysed in real-time. Lei et al. [20] 
divide the process of diagnosing heath of machinery 
into four steps: (i) data acquisition; (ii) health indicators 
construction; (iii) health stage division; and (iv) remaining 
useful life prediction.

In data acquisition phase, the measured data, such as 
vibration, current, temperature, or pressure signals, are 
collected from sensors to monitor the health condition 
of machinery. In the next step, health indicators (HI) 
are constructed to represent the health condition of 
machinery using statistics, signal processing, or artificial 
intelligence techniques. Then, the HI will be analysed and 
classified into two or more health stages (HS) depending 
on HI degradation trends. In the final step, the remaining 
useful life is predicted to determine how much time is left 
until machinery reaches the end of its lifetime, based on 
which optimal maintenance activities can be scheduled.

3.1. Data acquisition 

Data acquisition is a prerequisite from which raw 
data can be processed and analysed later to solve a PdM 
problem. Data acquisition involves designing and sizing 
the appropriate system architecture to be installed on 
the equipment to capture and store different sensing 
data. A data acquisition system consists of sensors, data 
transmission, and data storage devices. Depending on 
equipment types, different combinations of sensors 
are used so that the captured data can fully reflect the 
degradation process of machinery. Some commonly used 
sensors are accelerometers, acoustic emission sensors, 
infrared thermometers, current, temperature, and 
pressure sensors, etc. The captured data are transmitted 
into a PC or portable devices through a data transmission 
device and stored in a memory location or historian 
system for further analysis. With a rapid development of 
sensor and communication technologies, more advanced 
data acquisition devices have been designed and applied 
to modern industries.

One of the essential data acquisition techniques 
often discussed in ML algorithms is data pre-processing 
techniques. In this step, commonly used techniques for 
data pre-processing include data normalisation and noise 
removal, feature extraction, and feature selection. Feature 
extraction is the process of mapping the original dataset 
to new data space, including new attributes that contain 
more explicit information for performing PdM. There are 
two basic feature extraction methods commonly applied 
in PdM: data-driven and statistical techniques. 

With the data-driven technique, these feature 
extraction processes are performed automatically based 
on specific data sets (data-driven) using a machine 
learning model. The weakness of this approach is that 
a lot of data will be needed to train the model, and the 
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user may not be able to be interpreted or described the 
extracted attributes. Several proven examples of machine 
learning tools used for feature extraction include CNN 
[21, 22], autoencoder [22 - 24], or principal component 
analysis [25 - 27].

Feature extraction based on statistical theory is a 
classic and commonly used method in data studies. 
Statistical methods will usually be used first in surveying 
and understanding system performance trends from 
sensor data. Statistical methods can be performed in 
three types [27]: time domain, frequency domain, and 
time-frequency domain. Statistical methods in the time 
domain include monotony, trend, consistency, similarity, 
stability, or correlation. Many techniques can be used 
to extract these features, including peak value, the 
difference between the highest and the lowest values, 
mean absolute value, root mean square (RMS), crest factor, 
standard deviation, kurtosis, or distributed shape factor. 
The feature extraction of the time domain technique have 
many advantages - it is fast, simple, and can be used for 
many different types of device failures. The disadvantage 
of time-domain feature extraction is that it is susceptible 
to noise and often requires data pre-processing before 
extraction. The advantage of feature extraction in 
the frequency domain technique is its efficiency in 
representing anomaly information and equipment 
errors, which are not visible in the time domain. The 
disadvantage of the frequency domain technique is the 
need for specialised knowledge of device failures in the 
frequency domain, and this method cannot be universally 
applicable to all types of devices. The time-frequency 
domain technique is a powerful tool that allows analysing 
and representing essential features of the data spectrum 
over time. Time-frequency domain feature extraction 
method is generally not affected by noise. However, some 
of its disadvantages are high computational cost, and 
the difficulty in determining the parameters of the data 
transformation process from the original time domain to 
the time-frequency domain. Statistical approaches have 
been widely applied in predictive intelligence problems 
and achieved many positive results [28, 29].

After collecting these values, we can do one more 
step called feature fusion or feature aggregation. This 
step combines the features extracted from the above 
statistical method to create more complex features with 
better data representation. For example, we can use other 
mathematical formulas [28] or genetic algorithms [29] to 
combine features.

3.2. Health indicator construction

After extracting the features, the next step is to 
determine the health indicator. Indeed, a health indicator 
represents the health state of machinery in real-time, 
taking into account different kinds of condition monitoring 
signals, such as vibration, current, and acoustic emission 
signals. HI construction plays a significant role in PdM. A 
suitable HI can help simplify the prognostic modelling 
and produce a more accurate prediction. In addition, 
from the HI information, specific methods can be devised 
for estimating the remaining useful life of the device. HI 
can be derived from monitoring signals using statistical 
methods or signal processing methods, such as RMS of 
vibration signals. In fact, machines are often monitored 
by multiple sensors. While analysing a high-dimensional 
dataset, different AI techniques can be employed to fuse 
those multi-sensor signals into an indicator representing 
the machinery's degradation trend.

In a study by Lei et al. in 2018, there are two main 
techniques to develop the HI [30], including (i) physical 
HI (PHI) relating to physical faults of the machine and 
usually extracted from the sensor using statistical or 
data processing techniques; (ii) virtual HI (VHI) built by 
combining many physical indicators or the different 
sensors. VHI usually carries no physical implication 
about the device but only information about the failure 
tendency of the device in a virtual manner.

Principal component analysis (PCA) is one of the most 
popular techniques for HI construction. PCA is a linear 
dimension reduction technique that uses an orthogonal 
transformation to convert a set of observations of possibly 
correlated or dependent variables into a set of linearly 
uncorrelated variables called principal components. 
Some of the significant studies are the construction of 
an HI using PCA to reduce the dimensions of the feature 
sets and subsequently calculate the deviations between 
unknown states and the healthy state [25], using PCA 
combined with isometric feature mapping to construct 
an HI for cutting tools [26], and fusing multiple features to 
calculate the T2 statistics as an HI of bearings [27]. 

Self-organising map (SOM) is another widely 
used technique for HI construction. The SOM is a non-
supervised learning neural network that produces a 
low-dimensional representation of a higher-dimensional 
dataset by organising itself according to the nature 
of the input data. The SOM technique was introduced 
into HI construction by Qiu et al. [31] for the condition 
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monitoring of roller bearing. Some authors also used the 
SOM technique for HI construction. Hong et al. [32] used 
wavelet packet decomposition (WPD) and empirical mode 
decomposition (EMD) to extract entropy sequences from 
original vibration signals and use them as input vectors 
of the SOM network. The confidence value derived from 
the SOM is then used as an HI of bearing. Lei et al. [33] 
trained the SOM by the feature vector in the operational 
stage. Then the feature vector under an unidentified 
condition is compared with the weight vector of its best 
matching unit (BMU) in the SOM. Liao et al. [34] used 
the Restricted Boltzmann Machine algorithm to extract 
features from the dataset and compare them with the 
weight vectors of all the units in the baseline map. The 
distance to the baseline map is calculated as minimum 
quantisation error (MQE), used as the machine’s health 
value. And Huang et al. [35] trained the SOM network 
using 6 vibration features and used the MQE indicator 
derived from SOM as an HI.

Mahalanobis distance (MD) is used in some 
publications as an HI construction technique. MD 
generalises multivariate dataset by finding how many 
standard deviations away a point is from the mean of 
the multivariate distribution. Wang et al. [36] utilised 
Mahalanobis distance to construct HI from 14 different 
statistics into a new feature to reflect the degradation 
of the bearing. Jin et al. [37] calculated the energies of 
wavelet coefficients and fused them by calculating their 
Mahalanobis distance with reference to the healthy 
one. Kumar et al. [38] also constructed an HI based on 
Mahalanobis distance to monitor bearings. 

Researchers also explored different combinations of 
AI techniques for HI construction. Ocak et al. [39] used the 
wavelet packet decomposition (WPD), a time-frequency 
domain technique, in connection with the hidden Markov 
modelling (HMM) technique to develop a method for 
real-time tracking of bearing health and prognostic. HHM 
has also been successfully applied to many other fields, 
such as tool wear condition monitoring [40] and bearing 
diagnosis [41]. Shen et al. [42] constructed an HI that 
reflects the running state of the rolling bearing in real-
time and effectively guarantees the operation reliability of 
bearings using the fuzzy support vector data description 
(FSVDD) technique. Liu et al. [43] proposed an HI for 
bearings through phase space reconstitution combined 
with approximate diagonalisation of eigen-matrices. Guo 
et al. [44] constructed an HI that contains rich degradation 
signatures of bearings from six related-similarity features 

and eight time-frequency features using the recurrent 
neural network.

Besides using mathematical functions to define HI, 
another way is to compare the current state of the device 
to be monitored to that of a similar one. The selected 
devices are also working in the same environment and 
performing the same task. When the operating envelope 
of the two devices is the same, their HI will be the same.

3.3. Health stage division

Staged machine operation is the next step after 
determining HI. However, it is not always easy to separate 
the working states of the machine. In particular, if the 
device continuously works with a linear HI from start to 
finish, it is impossible to subdivide the device's different 
working stages. In that case, the working state of the 
device changes uniformly at a constant rate [30]. However, 
it does not mean that this is an unimportant step in the 
PdM application. With many other types of mechanical 
devices (such as journal bearings), the operating state of 
the equipment can be divided into two or more stages. 
With these devices, in the healthy stage, the HI readings 
are nearly constant, so there is no information about the 
failure trend of the device. Forecasting the RUL at this stage 
would be neither accurate nor necessary. RUL forecasting 
should only begin to be performed after the machine 
transitions from normal operation to deterioration due 
to failure or a so-called unhealthy state. Then, the division 
of working states makes sense and is used to determine 
the device's initial degradations and provide a reasonable 
transition time for the RUL estimation in PdM. 

HIs of machinery generally present varying 
degradation trends with the development of fault severity. 
Subsequently, the degradation process of machinery can 
be divided into different health stages (HS) according to 
the varying trends of HI. HS division is vital in machinery 
health diagnostics because it identifies the start time of 
the unhealthy stage, also known as the first predicting 
time (FPT), and triggers the remaining useful life (RUL) 
prediction [20].

In one-stage HS, the health of machinery shows 
gradual degradation, which can be described using a single 
degradation model. In this case, the HS division process is 
not required. In two-stage HS, the degradation trend shows 
two distinct stages: the healthy stage, where no fault occurs, 
and the unhealthy stage, where there is an accelerated 
degradation trend over time. In multiple-stage HS, the 
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unhealthy equipment stage is further 
divided into different stages according to 
the characteristics of degradation trends. 
HS division can classify the degradation 
process into one stage, two stages, 
multiple stages (Figure 3).

The most straightforward approach 
in HS division is to identify whether the 
HI exceeds a constant alarm threshold. 
However, using a constant alarm 
threshold may yield false alarms due to 
random noise interference [20]. Some 
publications used a clustering algorithm 
to derive an adaptive threshold to 
avoid this problem. A commonly used 
algorithm is K-nearest neighbor (KNN), 
a data classification approach that 
estimates how likely a data point is to 
be a member of one group or the other 
depending on what group the data points 
nearest to it are in a study by Ramasso et 
al. [44]. KNN is used to assess the system's 
discrete state (functioning mode) while 
using a multidimensional degradation 
signal. Other AI classification algorithms 
are also studied in different publications. 
Kamran et al. [46] developed a model 
using a fuzzy c-mean clustering 
algorithm that can adaptively estimate 
the health state of the system rather than 
with a fixed number of states. Liu et al. 
[47] trained a model by applying PCA to 
reduce the dataset dimension and then 
using fuzzy c-means to automatically 
extract knowledge about health state 
labels of all the time points. Scanlon et al. 
[48] used a K-means clustering algorithm 
to determine the boundaries between 
different states. 

The multi-stage degradation 
processes can also be described using 
discrete state transition models such as 
the hidden Markov model (HMM). The 
hidden Markov model is a probabilistic 
model attempting to explain or derive 
the probabilistic characteristic of any 
random process. It says that an observed 
event will not correspond to its step-

(a)

Figure 3. Degradation processes with (a) one stage, (b) two stages, and (c) multiple stages [20].
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by-step status but a set of probability distributions. 
HMM is also applied in the studies of Giantomassi et al. 
[49], Ramasso et al. [50], and Sloukia et al. [51]. Some AI 
classifiers are applied to multi-stage HS division as well, 
such as artificial neural networks [52 - 54] and support 
vector machine [55, 56]. 

3.4. Remaining useful life prediction

Prediction of the remaining useful life (RUL) of 
machinery is the most critical problem in the field of PdM. 
The RUL of machinery is defined as “the length from the 
current time to the end of the useful life” [57]. The primary 
task of RUL prediction is to forecast the time left before 
the machinery loses its operation ability based on the 
condition monitoring information. It is the last technical 
process as well as the last goal of machinery prognostics. 
Approaches for RUL prediction can be categorised into 
physical model-based approaches, statistical model-
based approaches, and AI approaches.

Physical model-based is a classical approach that 
describes degradation processes of machinery through 
building mathematical models based on the failure 
mechanisms or the first principal damage [58]. The 
parameters of the physical models reflect the material 
properties and stress levels, which are generally obtained 
by experiments or finite element analysis. To provide an 
accurate estimation of the RUL physical model-based 
approach, it is required that the model is developed with 
a complete understanding of the failure mechanisms 
and effective estimation of model parameters. However, 
it is difficult for some complex mechanical systems to 
understand the physics the damage, which restricts the 
application of these approaches [20].

Statistical model-based approaches, also known as 
empirical model-based approaches, estimate the RUL of 
machinery by establishing statistical models based on 
empirical knowledge [57]. The statistical model-based 
approach does not rely on physics to construct RUL 
prediction models. Rather, the RUL is predicted by fitting 
available observations into random coefficient models or 
stochastic process models under a probabilistic method. 
In the RUL problem, this method uses probabilistic 
statistical models to represent the relationship between 
variables in the state of the device. Random variances are 
generally introduced into model parameters to describe 
the uncertainties caused by different kinds of variability 
sources, such as temporal variability, unit-to-unit 

variability, and measurement variability [59]. Therefore, 
the statistical model-based approaches effectively 
describe the uncertainty of degradation process and its 
influence on RUL prediction.

AI approaches attempt to learn the machinery 
degradation patterns using AI techniques from available 
observations instead of building physical models or 
statistical models. They can deal with prognostic issues 
of complex mechanical systems whose degradation 
processes are challenging to be interrelated by physical 
models or statistical models. Therefore, they are attracting 
more and more attention in the field of machinery 
prognostics. The results of AI approaches are hard to 
explain because of the lack of transparency; thus, these 
techniques are consistently named “black boxes” [20]. The 
commonly used AI techniques in machinery prognostics 
include artificial neural networks, neuro-fuzzy systems, 
support vector machine, K-nearest neighbour, and 
Gaussian process regression (GPR), etc. 

The artificial neural network is an ML reasoning 
technique inspired by the working process of human 
brains. It is a collection of nodes, also known as artificial 
neurons, in a complex structure of the input, hidden, 
and output layers. In ANNs, different layers may perform 
different transformations on their inputs. Input layer 
nodes pass information to hidden layer nodes by 
activation functions. Subsequently, the hidden layers 
apply weighting functions until some threshold of the 
hidden layer is reached. Finally, the result is passed to the 
output layer. Because ANNs can learn complex non-linear 
relationships by training the multi-layer networks, they 
have a good performance in dealing with complex systems 
and become the most used AI techniques in machinery 
RUL prediction. Two widely used ANNs are feed-forward 
neural network and recurrent neural network, which 
are classified based on the architecture of layers in the 
network. The difference is illustrated in Figure 4.

The feed-forward neural network (FFNN) is a class 
of ANNs, where inputs are processed forward. Sbarufatti 
et al. [60] combined FFNNs with sequential Monte-Carlo 
sampling to predict the RUL of fatigue cracks. Pan et al. [61] 
and Xiao et al. [62] used an FFNN to conduct multi-step 
ahead prediction for the bearing health states. Wang et al. 
[63] used a three-layer FFNN to predict the future HIs and 
input the predicted HIs into a PH model to estimate the 
hazard rate and survival probability. The results showed 
that RUL can be predicted with high accuracy in the 
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incipient degradation phase and trace the degradation 
well with a limited amount of data.

On the other hand, the recurrent neural network (RNN) 
is another class of ANNs that have many applications 
in solving time-series or sequential data problems. 
Unlike FFNN, which assumes inputs and outputs are 
independent, RNN has a recurrent connection in the 
hidden state that makes the output of RNN depend on 
the prior or previous elements within the sequence. RNN 
method is widely used in RUL prediction because of its 
ability to deal with detailed time-series data. As illustrated 
in many studies, this method showed good performance, 
such as the recurrent radial basis function network to 
predict the RUL of machinery by Zemouri [64]. Malhi et 
al. developed a competitive learning-based approach to 
revise the training technique of RNNs that helps improve 
the long-term prediction accuracy [65]. In addition, Peng 
et al. improved the RNN model by replacing a hidden 
layer using a large sparse reservoir to develop a new RUL 
prediction approach [66]. Liu et al. proposed an enhanced 
RNN for RUL prediction by improving RNNs’ memory 
property [67]. 

The ANN networks still have limitations in terms of 
their low transparency and the requirement of a large 
dataset for high-quality training process, which are 
difficult to capture in industrial applications. In addition, 
their structures and parameters are generally initialised 
randomly or specified manually, which reduces their 
generalisation ability among different cases [20].

The neural fuzzy (NF) approach is based on the 

fuzzy system trained by algorithms derived from neural 
networks. The basic idea behind this NF system is that it 
combines the human-like reasoning style of fuzzy systems 
with neural networks' learning and connectionist structure 
[69]. The NF-based time-series forecasting approach was 
proposed by Jang et al. [70]. Wang et al. [71] adopted the 
NF system to develop an online prognostic approach 
for different kinds of gear faults. Wang [72] further 
improve this approach from several aspects to enhance 
its forecasting performance. NF systems take advantage 
of both the expert knowledge and the intelligent ANNs, 
thus being competitive candidates for machinery RUL 
prediction [73 - 77]. However, they still need lots of high-
quality training data.

Support vector machine (SVM) is a kind of ML 
technique based on the statistical learning theory 
proposed by Vapnik [78]. Different kinds of SVM have 
been applied to the RUL prediction of machinery, such as 
the least square-SVM [79], one-class SVM [80], and multi-
class SVM [81]. Widodo et al. [82] trained an SVM model 
using both the censored and the complete data and 
predicted the survival probability of machinery. Tran et al. 
[83] integrated an SVM-based RUL prediction module into 
an intelligent condition-based maintenance platform. In 
addition, support vector regression (SVR) is the standard 
application form of SVM in prognostics [83]. Benkedjouh 
et al. [84] used the SVR to map the HIs into non-linear 
regressions and then fitted the obtained regressions 
into power models for RUL prediction of machinery. 
Liu et al. [85] developed a modified probabilistic SVR to 
predict the degradation processes of nuclear power plant 

Figure 4. Comparison of RNN (a) and FFNN (b) [68].

(a) (b)
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components. Fumeo et al. [86] developed an online SVR 
model for the RUL prediction of bearings by optimising 
the trade-off between accuracy and the computing 
efficiency. 

Compared to ANNs, SVM are superior in dealing 
with the issues of small sample sizes. Thus, they may be 
more suitable for the issues of RUL prediction where 
only limited measurements are available. However, the 
performance of SVM is highly dependent on the selected 
kernel functions and parameter optimisation process.

Gaussian process regression (GPR) is an ML technique 
that implements Gaussian processes for regression 
purposes [87]. Gaussian processes are cumulative damage 
processes of random variables with joint multivariate 
Gaussian distributions. Many regression models have 
been published recently, such as introducing theoretical 
details and the flexibility of the GPR in non-linear 
regression [88], predicting RUL by GPR [89], applying 
GPR with three different covariance functions for RUL 
prediction of bearings [32] and predicting the degradation 
trends of rolling element bearings using an integrated 
GPR model [90]. In contrast to the above AI techniques, 
GPR is highly adaptable and suitable for RUL prediction 
problem of high-dimension and small-size datasets [91]. 
The major drawback of GPR is that it generally requires 
heavy computational work.

3.5. Challenges for PdM using ML in Vietnam

In essence, each device has many different failure 
modes and must be tested in laboratory to produce the 
most complete and standard datasets. During normal 
operating conditions, these figures are difficult to obtain. 
There can only be specific failure modes. In addition, it is 
necessary to aggregate data on equivalent machines. It 
is challenging to compare and synthesise data in many 
cases due to the unavailability of machines in most 
companies. Where possible, oil and gas companies, 
especially in Vietnam, need to collaborate and share 
data about machinery to support the development and 
research of PdM.

Infrastructure for data acquisition is not enough 
due to high installation and maintenance costs. 
Instrumentation is often poorly equipped or does not 
have a proper acquisition system to collect data for a long 
time. Moreover, special data acquisition equipment such 
as vibration analyser, ultrasonic sound measurement, and 
oil sampling analyser is typically expensive, dependent 

on advanced technology or requiring intensive training 
to use. Recently, PdM applications often used AI and ML. 
Due to the lack of specialised research facilities for PdM 
in Vietnam, there will be many difficulties and challenges 
for the technology to be applied in the country. However, 
the benefits it brings if successfully implemented are very 
desirable.

4. Conclusion

PdM practices become more and more popular in 
many industrial sectors because of their effectiveness 
in reducing unnecessary maintenance operations 
and improving machinery reliability. With the recent 
advancement of Industry 4.0, ML has found wide 
applications in PdM practice to assist humans in 
processing, continuously monitoring and analysing 
equipment’s health. This paper has discussed the practice 
of PdM and reviewed the applications of some state-of-
the-art AI techniques that have been studied in this field. 
Different AI techniques are structurally discussed in the 
four technical steps of the machinery health prognostics 
process, including data acquisition, HI construction, HS 
division, and RUL prediction. 

BIENDONG POC is aiming to deploy PdM solutions 
for monitoring, maintaining, and tracking equipment's 
reliability and performance in a plant by ML modelling. 
The monitoring and quick identification of failures help 
make decisions and plans for maintenance and enable  
support for continuous performance, health surveillance, 
and focus on performance degradation as a leading 
indicator of potential equipment problems. Therefore, it is 
necessary to review research achievements and trends in 
PdM to assess the current status and orientate the focus of 
research at BIENDONG POC.
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